
Project 2

In this project, you will develop a method to find the optimal drug doses to reduce tumor burden. Our
computational setup aims to mimic a Petri dish of volume V containing cells (healthy and cancerous) and drug
molecules. You will learn how to solve the constrained optimization problem on a vector of unknowns
that depends on a non-trivial forward model.

1 Setup

Let g = g(t) denote the volume fraction of cancerous cells (which means V g(t) is the total cancer cell volume)
and let f = f(t) the volume of drugs at time t, 0 ≤ t ≤ T , T being the final time. The two constituents g and
f evolve via the following coupled nonlinear first order ordinary differential equations:

dg

dt
= λpg(1− g)− λag − λkgf,

df

dt
= −λdf + p, (1)

where λp is the proliferation rate of tumor cells (1/day), λa apotosis rate (natural death rate) (1/day), λk rate
at which tumor cells are killed due to drugs (1/day), and λd drug decay rate (1/day). Finally, p = p(t) is the
drug input. We consider following form of p:

p(t) =

Ntreat∑
i=1
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]
, (2)

where Ntreat is number of drug inputs, δi, i = 1, 2, .., Ntreat, the drug volume fraction added to the Petri
dish, τi, i = 1, 2, ..., Ntreat, the time of ith drug input (days), and σ drug input spread time (days). Let
δ = (δ1, δ2, ..., δNtreat) and τ = (τ1, τ2, ..., τNtreat).

To solve the problem (1) completely, we need to define initial conditions. We consider:

g(0) = g0, f(0) = f0. (3)

1.1 Constrained optimization problem

We will fix all parameters except δ, and find the drug input volume fraction vector δ by solving the optimization
problem that balances the toxic effects of drug and positive effect of reducing cancer cells.

We consider the following cost function

J = J(δ) =

Ntreat∑
i=1

δ2i + ag(T ) + b

∫ T

0
g(t)dt, (4)

where a, b > 0 are constants that, if higher, makes reducing tumor more important and, if smaller, makes
reducing toxic effects more important. In the formula for J , the first term accounts for the toxic effects of
drugs, and the second and third term accounts for the effects of drugs on tumor cell population. Our goal is
to find δ that minimizes J .

Parameters. Let T = 50 (days), λp = 0.1 (1/day), λa = 0.005 (1/day), λk = 4 (1/day), λd = 0.05 (1/day),
g0 = 0.01, and f0 = 0.001. Also, let Ntreat = 4, τ = (10, 20, 30, 40) (days), σ = 2 (days), a = 0.0005, and
b = 0.00005. Another constant c which will appear in the Problem 3 is fixed to c = 0.001.

2 Problems

Problem 1 (30 marks). For this problem, let the drug input volume fraction vector is

δ = (0.001, 0.001, 0.001, 0.001). (5)

The values of other parameters are listed in the last paragraph of a previous section.
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(i) Write the discretization of (1).

(ii) Suppose we define gk(T ), 0 ≤ k ≤ 10 (k being integer), as the tumor volume fraction at final time obtained
from the numerical simulation with time-step ∆t = 0.01 ∗ T/2k. Let ek = 100 ∗ (gk(T )− gk−1(T ))/gk(T ),
1 ≤ k ≤ 10, is the relative percentage error in g(T ) between k and k − 1 simulations.

Choose integer k0, 1 ≤ k0 ≤ 10, such that ek0 < 1. This k0 will fix time step ∆t using ∆t = 0.01 ∗ T/2k0
for the discretization of (1) in next set of problems. Provide the values of gk(T ) and ek in the table for
0 ≤ k ≤ 10.

Problem 2 (40 marks). Fix δ = (0.001, 0.001, 0.001, 0.001) as initial guess and let other parameters fixed
to the same values as in the Problem 1.

Numerically solve the following constrained optimization problem to find optimal δopt:

min
δ,

0≤δi≤0.01,
1≤i≤Ntreat

J(δ), (6)

where J(δ) is given by (4) and depends on the solutions g = g(t) and f = f(t) of (1). I.e., for a given δ and
other parameters, you will first need to solve (1) for g and f and then compute J . Further, δi, i = 1, 2, 3, 4,
are constrained to be in the interval [0, 0.01].

Above is a constrained optimization problem where the cost function J implicitly depends on the model
(1).

Also, plot the functions g and f when δ was fixed to a initial guess and when fixed to the optimal δopt
obtained from (6). Plot g for the both cases in one plot and f in the other plot.

Remark 1. I provide basic framework to solve the problem which uses Matlab function fmincon for the
numerical minimization.

Remark 2. In this constrained optimization problem, we call the model (1) the forward problem.

Problem 3 (30 marks). We now extend the optimization problem to also find the optimal drug input time
points τ . Consider a new objective function:

Jnew = Jnew(δ, τ ) =

Ntreat∑
i=1

δ2i + ag(T ) + b

∫ T

0
g(t)dt+ c

∫ T

0
f(t)dt, (7)

where c ≥ 0 is a constant that makes total drug over time either more important (when c is large) or less
important. Let c = 0.001.

Fix δ0 = (0.001, 0.001, 0.001, 0.001) and τ 0 = (9.7955, 19.5171, 30.6384, 40.6257) as initial guess and let all
other parameters as before.

Numerically solve the following new constrained optimization problem to find optimal δopt,new and
τ opt,new:

min
δ,τ ,

0≤δi≤0.01,
5+10(i−1)≤τi≤15+10(i−1),

1≤i≤Ntreat

Jnew(δ, τ ). (8)

In the above, δi, i = 1, 2, 3, 4, are constrained to be in the interval [0, 0.01], and τi, i = 1, 2, 3, 4, are constrained
to be in the intervals [5 + 10(i− 1), 15 + 10(i− 1)].

Also, plot the functions g and f when 1) δ = δ0, τ = τ 0, 2) δ = δopt, τ = τ opt (from the Problem 2),
and 3) δ = δopt,new, τ = τ opt,new (from this problem). Plot g for the three cases in one plot and f in the other
plot.
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3 Guidelines for preparing project report

Your report will have four sections in the following order:

1. In this section, you will discuss the physical significance and application of the problem and general method,
and what you have learned in doing this project.

2. Answers to all the problem 1, 2, and 3. You must prepare this report such that it is self-contained.

3. In this section, discuss the role of different members in completing this project. Provide some specific
details of individual contributions just so we know everyone in the group worked sincerely.

4. Attach your codes as a supplement to this report.

4 Some hints

1. For the Problem 1, follow the Assignment 1 and the class notes on the velocity problem.

2. To compute the integrals in the cost functions J and Jnew, you can use the Trapezoidal rule that you
already used in the Project 1.

3. The most difficult part in this project is the numerical solution of optimization problems (6) and (8). The
basic algorithm to solve, lets say the optimization problem (6), is as follows (also, look at the Matlab
scripts to get started):

Algorithm 1: Solving the constrained optimization problem in Matlab
1: % Set parameters T,∆t, λp, λa, λk, λd, g0, f0, Ntreat, σ, a, b, c
2: % Let x denotes the vector of parameters we aim to optimize
3: % E.g., x = δ for Problem 2 and x = (δ, τ ) for Problem 3
4: % Set initial guess for optimization parameter x0 = δ0 = (0.001, 0.001, 0.001, 0.001)
5: % Assume that “params" collect all the parameters
6: % Define function that solves tumor model for g and f
7: F = F(x, params)
8: % Define function that computes cost function J given “x" and “params" and another function “F" which

solves tumor model
9: J = J(x, params, F)

10: % Fix constraints on optimization parameters (use vector to set lower and upper bounds)
11: xmin = [0, 0, 0, 0] and xmax = [0.01, 0.01, 0.01, 0.01]
12: % Fix optimization parameters used by “fmincon" function in Matlab
13: tolx=1.e-9; tolfun=1.e-9; maxiter=400;
14: % Call “fmincon" to find the optimal parameters x
15: [xopt, Jval, , , , , ] = fmincon(J, x0, [ ], [ ], [ ], [ ], xmin, xmax, [ ], ‘fmincon parameters’)
16: % xopt is the optimal parameters
17: % Use xopt and other parameters in “params" to solve tumor model and compute functions g and f for

plotting
18: [gopt, fopt, t] = F(xopt, params)
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